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ABSTRACT 

Recent technological advances have led to the availability of new types of observations and measurements 

that were previously not available and that have fueled the ‘Big Data’ trend. Along with standard structured 

forms of data (containing mainly numbers), modern databases include new forms of unstructured data 

comprising words, images, sounds and videos which require new techniques to be exploited and interpreted. 

This study focuses on Text Mining, which is a set of statistical and computer science techniques specifically 

developed to analyze text data. New sources of text data are now available, such as text messaging, social 

media activity, blogs and web searches. The increasing availability of published text, sophisticated 

technologies and growing interest in organizations in extracting information from text have led to replacing 

(or at least supplementing) the human effort with automatic systems. Text mining can be used for a variety of 

scopes, ranging from basic descriptions of text content through word counts to more sophisticated uses such 

as finding links between authors and evaluating the content of scripts (e.g., automated marking of essays). Its 

basic purpose is to process the unstructured information contained in text data in order to make text accessible 

to various Data mining statistical algorithms. This could help make text data as informative as standard 

structured data and allow us to investigate relationships and patterns that would otherwise be extremely 

difficult, if not impossible, to discover. This study takes a quick look at how to organize and analyze 

unstructured text data using R programing language. And implementing various text mining operations to 

clean and structure the “eng_news_2020” dataset. This study also represents some association between the 

words using chi-square test and clustering procedure. 
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INTRODUCTION: 

With the digital transformation of the entire world, 

there has been an explosion in textual information 

from a variety of sources. Text information refers to 

unstructured data such as HTML, XML, and document 

formats such as Microsoft Word, Adobe PDF, and 

email. Text mining is a type of data analysis that aims 

to retrieve valuable insights from textual information. 

It is part of the field of study referred to as the Natural 

Language Processing (NLP), which sits at the inter- 

section of computational linguistics, computer science 

and artificial intelligence. NLP is a way for computers 

to analyze and understand human language. It is often 

used for machine interpretation, programmed address 

responding, and, of course, content mining. Text 

mining (Berry, 2004) is the computer- aided finding of 

previously undiscovered material through the auto- 

mated extraction of information from a range of the 
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textual resources. An important factor is the asso- 

ciation of the extracted information to form new facts 

or hypotheses that will be explored in more detail by 

more conventional experimental means. Text mining 

is different from what we know in web search. When 

searching, users often look for something that is 

already known and written by someone else. The point 

is to set aside all the material that doesn't currently 

meet your needs to find relevant information. 
 

Text mining is a subset of data mining (Navathe et al., 

2000), which seeks for intriguing patterns in vast 

databases. Text mining, also known as intelligent text 

analysis, text data mining, or knowledge discovery in 

text (KDT), is a method that extracts information and 

knowledge from text. Interesting and non-trivial 

formulas from unstructured text Knowledge discovery 

from text (KDT) problems (Haralampos and Theo- 

doulidis, 2001) use natural language processing (NLP) 

techniques to extract explicit and implicit concepts and 

semantic relationships between concepts. KDT is 

becoming increasingly relevant in new applications 

like as text comprehension. 
  

 
 

Fig. 1: Text Mining Process. 
 

Fig. 1 represents the text mining process from ‘Text 

document from the different source’ to ‘Knowledge 

Discovery’. The text mining method starts with 

gathering documents from various sources. A text 

mining tool retrieves a specific document and the 

preprocesses it by checking the format and character 

set. Next, the document will go through a text analysis 

phase. Text analysis is a semantic analysis to obtain 

quality information from text. There are many text 

analysis techniques; Depending on the organization's 

goals, a combination of techniques may be used. The 

information obtained can be fed into a management 

information system, creating a wealth of knowledge 

for the users of that system. 

Methods and Models Used in Text Mining 

Historically, a plethora of strategies have been created 

to address the challenge of text mining, which is 

basically collecting relevant information based on the 

user's needs. According on the information obtained, 

four major approaches appear to exist. 
 

Term Based Method (TBM) 

Term-based methods analyze documents based on 

terms and offer the benefits of efficient computational 

power and sophisticated term weighting theory. Poly- 

semy and synonymy are issues that plague concept- 

based techniques (Salton and Buckley, 1988). Many of 

the found words' semantic meanings are unknown, 

making it difficult to satisfy user expectations. Many 

theoretically based solutions to this problem have been 

proposed via information retrieval. 
 

Phrase Based Method (PBM) 

Phrases contain more semantics, such as information, 

and are less ambiguous. Phrase-based methods analyze 

documents phrase by phrase because phrases are less 

ambiguous and discriminatory than individual terms 

(Ahonen et al., 1998; Ali et al., 2021). 
 

Concept Based Method (CBM) 

At the sentence and document levels, terms are 

conceptually examined. Concept-based models are 

capable of distinguishing between irrelevant phrases 

and significant terms that explain the meaning of a 

sentence (Shehata et al., 2007). Natural language 

processing methods are commonly used in concept- 

based models. Feature selection is applied to the query 

concepts to optimize the representation and eliminate 

noise and ambiguity. 
 

Pattern Taxonomy Method (PTM) 

Pattern taxonomy methods analyze documents based 

on patterns. Patterns can be structured into taxonomies 

using Is-A relationships. Pattern mining has been 

intensively researched in the data mining community 

for many years. Data mining approaches such as 

association rule mining, frequent item set mining, 

sequential pattern mining, and closed pattern mining 

can be used to uncover patterns (Wu et al., 2004). 
 

Techniques for Text Mining 

There are the significant differences between human 

language and the computer language, but advances in 

technology are beginning to close this gap. Each of 
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these technologies plays an important role in text 

mining. The usefulness of each of these techniques 

varies depending on the situation. 
 

Information Extraction (IE) 

The starting point for computer analysis of unstruc- 

tured text is information extraction. Information 

extraction software identifies key phrases and relation- 

ships in text. This is done by searching for predefined 

strings in the text. This is a process called pattern 

matching. 
 

Topic Tracking 

Topic tracking systems store user profiles and predict 

other documents that users may be interested in based 

on the documents they view. Yahoo offers a free topic 

tracking tool that allows users to select keywords and 

be notified when news about those topics becomes 

available. 
 

Summarization 

Text summarization can be very helpful in determining 

whether a large document meets your needs and is 

worth reading for more information. For large texts, 

text summarization software processes and summa- 

rizes the document in the time it takes a user to read the 

first paragraph. The key to summarizing is to shorten a 

document's length and content while retaining the 

important points and general meaning. 
 

Categorization 

Categorization involves identifying the main topics of 

a document by organizing it into a predefined set of 

topics. When classifying documents, computer pro- 

grams often treat them as "groups of words". Unlike 

information extraction, it does not attempt to process 

actual information. 
 

Clustering 

Clustering could be a strategy for gathering compar- 

able records together. However, the difference with 

classification is that documents are clustered on the fly 

and do not use predefined topics. Another benefit of 

clustering is that documents appear in multiple sub- 

topics, which prevents useful documents from app- 

earing in search results. 
 

Textual Data Processing 

Dataset Selection 

For analysis purpose,  

The “eng_news_2020” data set is selected from 

https://corpora.unileipzig.de/en?corpusId=eng_news_

2020. The corpus “eng_news_2020” is an English 

news corpus based on material from 2020.  
 

This includes 32,196,275 sets and 688,052,729 tokens. 

For not having enough computational power, smaller 

version of the dataset is chosen. The selected data set 

contains 10,000 sentences. 
 

Tool Selection  

There are many tools available for text data analysis. 

Most popular open-source tools are R and Python. R 

may be a dialect and environment for factual com- 

puting and design. It offers a variety of statistical and 

graphical techniques and is highly extensible. R is 

accessible as free program. It's easy to learn and use, 

and allows you to create well-designed, public- cation- 

quality plots. So, R console is used for this textual data 

analysis. 
 

Pre-Processing  

The raw text data collected is inherently unstructured 

for which it is necessary to clean it first. This pre- 

processing involves several steps described below. 
 

Text Normalization  

The data is converted into a standard format through- 

out this procedure. The "tm" library is used for all 

these tasks. 
 

Tokenization  

During this process, the complete content is parti- 

tioned into littler parts called tokens. The library 

"Tokenizer" can be used for tokenization. 
 

Stemming 

This is the process of separating words into stems or 

basic forms. Many text analysis packages (such as 

''quanteda'' and ''tm'') in R employ ''SnowballC'' (Bou- 

chet-Valat, 2014) to implement stemming, and it is 

now supported by 15 distinct languages. 
 

Lemmatization  

The reason for lemmatization compared to the stem 

method is to reduce inflectional forms to a common 

basic form. Lemmatization in R needs an extra 

software package, however stemming is generally 

adequate for languages with weak inflections, such as 

modern English. 
 

http://www.universepg.com/
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Text Transformation 

One of the most frequent forms for encoding a text 

corpus (i.e., a collection of texts) in a bag-of-word 

format is a document term matrix (DTM). A DTM is a 

matrix where the rows represent documents, the 

columns represent terms, and the cells represent the 

frequency of each term within each document. The 

advantage of this representation is that you can analyze 

the data using vector and matrix algebra, effectively 

moving from text to numbers. Furthermore, by using a 

special matrix format for sparse matrices, text data in 

DTM format is very memory efficient and can be 

analyzed with highly optimized operations (Kasper et 

al., 2017). 
 

 
 

Fig. 2: Document Term Matrix (DTM). 
 

Fig. 2 represents the Document Term Matrixx (DTM) 

which is actually processed text data, can be used for 

further investigation. How and what type of analysis 

should be done mainly depends on user & requirement. 
 

Text Analysis 

Text analysis involves extracting machine-readable 

facts from text. The goal of text analysis is to generate 

structured data from free text content. This process can 

be thought of as dividing large amounts of unstruc- 

tured, disparate documents into data that is easier to 

manage and interpret. Text analysis is similar to other 

terms such as text mining, text analysis, and infor- 

mation extraction. 
 
 

 
 

 

Fig. 3: Word Frequency Analysis (Bar Plot). 

Fig. 3 represents the most frequent word in the text is 

“say” which occurred 1328 times. The next two 

frequent words are “will” and “year”. This plot indi- 

cates about the most common used word in the news 

dataset. 
 

Word Cloud 

Another interesting way to observe word frequency is 

word cloud. A word cloud is a striking visual repre- 

sentation of “keywords” that commonly appear in text 

data. Rendering keywords creates a cloud-like color 

image, so you can quickly evaluate key text data. 
 

 
 

Fig. 4: Word Cloud. 
 

Fig. 4 represents word clouds which are used to pro- 

vide visual summaries of text; nevertheless, they have 

one important flaw: they lose track of the context. As a 

result, there is a danger of receiving erroneous and 

meaningless conclusions and making wrong assump- 

tions about the underlying data. 
 

Word Association 

Word association is a form of content analysis of text 

data to find relationships between terms. In model 

relations, a special type of word association, the 

purpose is to calculate the similarity of candidate 

words' context texts, after collecting these contexts 

through a bag of words.  
 

Pairs of very similar words can then be considered to 

have an exemplary relationship, meaning that these 

words share a common context. For phrase relation- 

ships, the fundamental concept is to count the amount 

of times two words appear together in a context. 

Correlation can be used effectively to analyze which 

words appear most frequently along with which words 

appear most frequently in survey responses, allowing 

one to see the context surrounding words. 

http://www.universepg.com/
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Fig. 5: Word Association. 
 

Fig. 5 represents the word association where the 

output indicates that “nile” occurs 36% of the time 

with the word “virus” in the dataset. Again, “spread” 

occurs 21% of the time with the word “virus”. So, it 

indicates that the words “virus” and “spread” are 

associated with each other but there is a very weak 

correlation between them. 
 

Chi-Square Test 

A chi-squared test (also chi-square or 2 test) is a 

statistical hypothesis test that is valid to perform when 

the test statistic is chi-squared distributed under the 

null hypothesis, specifically Pearson's chi-squared test 

and variants thereof. Pearson's chi-square test 

examines if there is a statistically significant discre- 

pancy between the predicted and observed frequencies 

in a contingency table for one or more categories. This 

test is commonly used to classify observations into 

mutually exclusive groupsIf the null hypothesis is true, 

then there are no differences between classes in the 

population., then the test statistic derived from the 

observations follows a  frequency distribution of 2.  
 

The goal of the test is to assess how likely the observed 

frequency is, assuming the null hypothesis is true. A 

test statistic that follows a 2 distribution occurs when 

the observations are independent. There is also a 2 

test to test the null hypothesis of pairwise indepen- 

dence based on observations of pairs of random 

variables. The chi-square test often refers to a test in 

which the distribution of the test statistic asymptotes to 

the 2 distribution. This means that the test statistic's 

sample distribution (if the null hypothesis is true) 

increasingly resembles a chi-squared distribution 

approximation as sample size increases. 
 

A useful and simple procedure for detecting the statis- 

tical significance of the association of two qualitative 

variables in the 2 x 2 contingency table. A 2 x 2 

contingency table is shown in Table 1. 
 

Table 1: Contingency Table. 
 

 

 Spread No-Spread 

Virus 60 225 

No-Virus 26 9689 
 

To test the hypotheses, the following steps are - 
 

Step 1: Formulated of hypotheses: 

The null hypothesis, H0: There are no relation between 

virus and spread. 

The alternative hypothesis, H1: There are some 

relations between virus and spread. 
 

Step 2: Level of significance: 

Here significance level (assume), α = 0.05. 
 

Step 3: Selecting test statistic: 

We need to use Chi-square statistic to test the null 

hypothesis. Under H0 the test statistic is: 
 

 
Step 4: Finding the critical region: 

The degrees of freedom: 𝑣 = (𝑟 − 1)(𝑐 − 1) = 1 

As, number of rows, 𝑟 = 2 

and number of columns, 𝑐 = 2 

The 2-value obtained from Statistical table for 𝛼 = 

0.05 and 𝑣 = 1 is 3.841. Hence, the critical region for 

right-tailed test is 2 > 3.841. 
 

Step 5: Computation of the statistic (from R): 

X-squared=1378.7, df =1, p-value < 2.2e-16 

From above it indicates that, 2-value calculated is 

higher than the tabulated value 2 = 1378.7 > 3.841). 

And a p-value is near to zero (2.2𝑒 − 16) and less than 
0.05 (significant level). So, the null hypothesis can be 

rejected and concluded that virus and spread have 

some significant relations. This hypothesis test is 

based on the “eng_news_2020” corpus. 
 

Word Network 

Network text analysis involves the extraction and 

analysis of the networks from a text corpus. In these 

networks, nodes are concepts identified by words in 

the text, and edges between nodes represent relation- 

ships between concepts. Visualizing conceptual net- 

works helps provide a compact representation of the 

general structure of the underlying text. Additionally, 

potential relationships between concepts that are not 

http://www.universepg.com/
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explicit in the text are made visible. For example, 

approaches that visualize text as networks allow 

analysts to focus on important aspects without having 

to read a great deal of text (Paranyushkin, 2011). 
 

 
 

Fig. 6: Word Network. 
 

From above word network, it is visualized that the 

word “virus” is related to “spread”, “cases”, “tested”, 

“contracted”, “deadly”, “infected”, “COVID-19”, 

“positive”, “China” and so on. 
 

Simple Word Clusters 

In hierarchical clustering, the clusters are repeatedly 

joined hierarchically, ending at a root. Hierarchical 

clustering works like a binary tree. Clustering methods 

that do not follow this principle are simply called flat 

clustering, but are also sometimes called nonhier- 

archical clustering or partitioned clustering. Hier- 

archical methods can be encourage partitioned into 

two subcategories. Agglomerative (“bottom-up”) tech- 

niques start by organizing each object assigned to its 

own cluster and integrating them many times. A 

divisive approach (“top-down”) has the opposite 

effect. 
 

 
 

Fig. 7: Hierarchical Clustering (Dendrogram). 
 

From above dendrogram, it is visualized that total 

number of words taken equal to 20 which are most 

frequent words. We used “ward method” to cluster 

these 20 words into 3 clusters. Cluster-1 only contains 

one word “say”. Cluster-2 contains again one word 

which is “will”. But the cluster-3 contains 18 words 

which are “year”, “good”, “can”, “one”, “make”, 

“new”, “people”, “also”, “state”, “time”, “take”, “get”, 

“day”, “work”, “like”, “now”, “just” and “come”. 
 

CONCLUSION: 

The key advantage provided by text mining is the 

opportunity to exploit text records, on a very large 

scale. Here we have briefly described the techniques of 

text mining and procedure to implement text mining in 

a dataset. Text mining has a variety of potential 

applications in the field of education. In formative and 

summative assessment, for instance, it could be used to 

understand trends in vocabulary usage over time and 

the use of spelling and punctuation. To date, these 

applications have been completed by teachers and 

assessment experts without using advanced techniques 

such as text mining, but text mining allows the 

possibility of implementing these applications on a 

more comprehensive scale. The developments in NLP 

allow educational professionals to analyze the lang- 

uage structure of a vast amount of text documents in 

just a few minutes, plus the ongoing developments in 

this field could result in an increase in the accuracy of 

the findings. 
 

The availability of novel data could lead, at least in 

principle, to novel measurement and research designs 

to address old and new research questions. However, 

working with very large, rich and new kind of datasets, 

it might not be straightforward to figure out what 

questions the data could answer accurately. Asking the 

right question might be more important now than ever 

(Einav and Levin, 2014).  
 

Exploiting large text datasets without a proper res- 

earch question might lead to a significant waste of 

resources. More heterogeneous and in-depth data 

could allow researchers to move from methods that 

allow the estimation of average relationships in the 

population towards differential effects for specific 

subpopulations of interest. This could mean looking at 

particular categories of students, defined by their 

specific background, level of achievement and other 

characteristics of interest. Text mining is an expanding 

field with the potential to support innovative areas of 

research. With careful research designs and proper 
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methods, text mining could make a salient contribution 

to educational research. 
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